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Abstract

The paper deals with the dependence between the speaker iden-
tification performance and the amount of test data. Three
speaker identification procedures based on hidden Markov mod-
els (HMMs) of phonemes are presented here. One, which
is quite commonly used in the speaker recognition systems
based on HMMs, uses the likelihood of the whole utterance for
speaker identification. The other two that are proposed in this
paper are based on the majority voting rule. The experiments
were performed for two different situations: either both train-
ing and test data were obtained from the same channel, or they
were obtained from different channels. All experiments show
that the proposed speaker identification procedure based on the
majority voting rule for sequences of phonemes allows us to re-
duce the amount of test data necessary for successful speaker
identification.

1. Introduction

The term speaker recognition denotes techniques which are
used for discrimination among people on the basis of their
voice characteristics. There are two main groups of applica-
tions where the speaker recognition techniques can be used [1]:
security applications and forensic applications. In the security
applications (e.g. physical entry control, database access con-
trol, telephone transactions control), there is usually no problem
with speech data, because the unknown person wishes to be rec-
ognized and therefore is willing to provide the system with such
an amount of speech that is needed in order to reach a decision.

The situation is, however, quite different in the forensic ap-
plications. Here the speaker often refuses to cooperate with in-
vestigators and does not want to provide enough speech data for
the speaker recognition system. An interesting question then
arises, namely what is the minimal amount of data necessary
for a decision about the identity of the speaker.

Whereas the minimal amount of data necessary for speaker
recognition system training has been discussed e.g. in [2], we
have not found any information about the minimal amount of
test data in the literature. Therefore we describe our effort in
this paper, the goal of which is to find the dependence between
the speaker identification performance and the amount of test
speech data. We suppose that the speaker identification sys-
tem is based on hidden Markov models (HMMs) of phonemes.
Then several identification procedures can be used. Their prin-
ciples are explained in Section 2. Next, in Section 3, a detailed
description of our experiments is provided, and the achieved re-
sults are discussed. The structure of speech data used for the
experiments is described in Section 3 as well. A conclusion is
given in Section 4.

2. Speaker identification procedures
Assume that there is a group ofJ reference speakers and that
each speaker is represented by a set ofI HMMs of phonemes.
We denote thei-th model of thej-th speaker asMj(i), i =
1, . . . , I, j = 1, . . . , J . Further suppose that a test utterance
is segmented into partsSk, k = 1, . . . , K, in such a way that
each segmentSk corresponds to a phoneme.K is the number
of phonemes in the test utterance. Each segmentSk is marked
with an indexIk which expresses the order of the phoneme rep-
resented by the segmentSk in the Czech phonetic alphabet. An
illustration of this process is given in Fig. 1. For simplicity we
will call the segments “phonemes” from now on.
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Figure 1: An illustration of assigning indexesIk to segments
Sk.

Suppose that our goal is to identify which of the reference
speakers has spoken a given test utterance. The identification
procedure is based on the Viterbi algorithm. If we know the
true text of the test utterance, we can use the forced Viterbi al-
gorithm in order to determine the log likelihoodp(Sk, Mj(Ik)),
i.e. the likelihood that the phonemeSk is modelled by the
model Mj(Ik), whereMj(Ik) is the model of the phoneme
Ik of the speakerj. Having the likelihoodp(Sk, Mj(Ik)) we
can now use several procedures for assigning the utterances to
a speaker.

2.1. Identification based on the likelihood of the whole ut-
terance

The identification procedure often used in speaker recognition
systems (e.g. [2], [3]) is based on the likelihood that the whole
utterance was spoken by the speakerj. The likelihood is deter-
mined as

pj =

K∑

k=1

p(Sk, Mj(Ik)). (1)

The speaker with the highestpj is then selected as the one who
has spoken the utterance, i.e. the resultant speaker is determined



according to the formula

R = arg max
j=1,...,J

pj = arg max
j=1,...,J

K∑

k=1

p(Sk, Mj(Ik)). (2)

2.2. Identification based on the majority voting rule for sin-
gle phonemes

Since the majority voting rule proved to be a good tool for per-
formance enhancement in our previous speaker identification
experiments [4], we designed an identification procedure that is
based on the majority voting rule. In that case we first iden-
tify the speaker of each phonemeSk, k = 1, . . . , K, of the test
utterance according to the formula

R(Sk) = arg max
j=1,...,J

p(Sk, Mj(Ik)). (3)

It means the speaker with the highestp(Sk, Mj(Ik)) is identi-
fied as the speaker who produces the phonemeSk. We denote
such a speakerR(Sk). Then we compute how many phonemes
of the test utterance were assigned to single speakers, and the
speaker with the highest number of phonemes is identified as
the one who has spoken the whole utterance. If there are two or
more speakers with the highest number of phonemes, none of
the reference speakers is selected as the speaker of the utterance.

2.3. Identification based on the majority voting rule for se-
quences of phonemes

The speaker identification procedures described in Sections 2.1
and 2.2 can be regarded as boundary cases of a general identifi-
cation procedure: in one case we use all phonemes together in
order to obtain a decision about the identity of the speaker, in
the other case we use each phoneme separately. So let us now
try to design the general procedure that will also be able to use
parts larger than a phoneme but shorter than the whole utterance
for speaker identification.

Denote the sequence ofN successive phonemes of
the test utterance which starts with the phonemeSl and
ends with the phonemeSl+N−1 as Cl. It meansCl =
[Sl, Sl+1, . . . , Sl+N−1], l = 1, . . . , K − N + 1, whereK is
the number of phonemes in the test utterance. The likelihood
that the sequenceCl was spoken by the speakerj is

pj(Cl) =

N−1∑
n=0

p(Sl+n, Mj(Il+n)). (4)

Now we determine the speaker of the sequenceCl according to
the formula

R(Cl) = arg max
j=1,...,J

pj(Cl), (5)

and, then, according to the majority voting rule, the speaker to
whom the greatest number of sequences from the test utterance
was assigned is identified as the speaker of the whole utterance.

3. Description of experiments
3.1. Speech data

A part of the UWBS01 corpus was used in our experiments.
The UWB S01 corpus is a read-speech corpus originally de-
signed for training and testing speech recognition systems [5].
It consists of the speech of 100 speakers (64 male and 36 fe-
male). Each speaker read 150 sentences that were divided into
2 groups: 40 sentences were identical for all speakers, and the

remaining 110 sentences were different for each speaker. The
corpus was recorded in an office room where only the speaker
was present. The notebook IBM TP 760 ED was used for the
recording, because it has no fan and therefore its operation is
very silent. However, some noise from the neighbouring of-
fices could sometimes be heard in the recording room. Each
utterance was recorded by two different microphones simulta-
neously. A close-talking microphone (Sennheisser HMD 410-
6) recorded utterances of a high quality, whereas a desk micro-
phone (Sennheisser ME65) recorded utterances including com-
mon office noise. Such an arrangement yielded two different
recordings of each utterance. The recordings are identical in
timing, but they differ in the amount of noise that they contain.
Signals from both microphones were sampled at 44.1 kHz with
16-bit resolution.

All utterances of the corpus were annotated after the record-
ing phase. The main goal of the annotation was to obtain the
true text of the spoken utterances, including mispronunciation
and unintelligible pronunciation. However various non-speech
events and various kinds of noise were also marked. Detailed
rules for annotation are given in [6].

Only the utterances of each speaker which correspond to
the 40 sentences identical across all speakers were used in the
experiments described in this paper. They were divided into
two parts: 35 utterances of each speaker were used for training
the HMMs of the speaker, the remaining 5 utterances of each
speaker were used for tests.

3.2. Front-end and acoustic modelling

All utterances (both training and test) were parameterized using
a 25 ms-long Hamming window with a 15 ms overlap. The
dimension of each feature vector is 39 (energy and 12 mel-
frequency cepstral coefficients augmented by the corresponding
delta and delta-delta coefficients).

The speaker recognition system is based on continuous den-
sity HMMs of phonemes. Each phoneme is modelled by 3 left-
to-right states (Fig. 2) with 2 Gaussian mixtures per state. Since
the Czech language has 43 different phonemes [7], each speaker
is represented by the 43 HMMs modelled from the training ut-
terances using the HTK toolkit.

Figure 2:Employed type of HMMs.

3.3. Experimental results

In order to find the dependence of the speaker identification
performance upon the amount of the test data, the number of
phonemesK of test utterances was gradually changed from1
to Kmax. It means that at first only the first phoneme of each
test utterance was used for speaker identification, then the first
two phonemes were used, and so on. The shortest test utter-
ance consisted of 90 phonemes, therefore we setKmax = 90.
Since there were 5 test utterances for each of the 100 speak-
ers, we could carry out 500 identification tests for eachK =
1, . . . , Kmax.

First we investigated the situation when both the training
and test data originated from the close-talking microphone. The
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Figure 3: Speaker identification performance when both the
training and test data were obtained from the close-talking mi-
crophone. Dashed line = identification based on the likelihood
of the whole utterance; line of crosses = identification based on
the majority voting rule for single phonemes; solid line = iden-
tification based on the majority voting rule for sequences of 7
phonemes.

results achieved using the identification procedure based on
the likelihood of the whole utterance are depicted in Fig. 3
with a dashed line. The line of crosses represents the results
of the procedure based on the majority voting rule for single
phonemes. As we expected, the speaker identification perfor-
mance increases quite linearly with the number of phonemes
used in the experiments. The procedure based on the likelihood
of the whole utterances can be regarded as better than the pro-
cedure based on the majority voting rule for single phonemes,
because, with the first mentioned procedure, an increase in the
number of phonemes by 20 causes an increase in the speaker
identification performance of about 14%, whereas with the sec-
ond mentioned procedure it causes an increase of only 8%.

In order to get results for the procedure based on the ma-
jority voting rule for sequences of phonemes, we had to deter-
mine the numberN of the phonemes in the sequences first. We
carried out several experiments to find an optimum length of
the sequences. The results of these experiments are presented
partly in Fig. 4, and partly in Table 1. In the first column of the
table the numberN of the phonemes in the sequences is given.
The next 5 columns present the minimum number of phonemes
necessary for achieving the performance specified in the first
row of the table using the sequences ofN phonemes. A dash
instead of a number in some cells of the table means that the
specified performance was not achieved for the given number
of phonemes in the sequences.

After an inspection of the results in Fig. 4 and in Table 1
we can say that the optimum length of sequences is 6–8, be-
cause, using such sequences, a relatively high performance can
be reached very quickly (it means with a small number of
phonemes). For comparison with the other two procedures we
depicted the speaker identification performance for the iden-
tification procedure based on the majority voting rule for se-
quences of 7 phonemes in Fig. 3 with a solid line. We can
see that the procedure based on the majority voting rule for se-
quences of 7 phonemes highly outperforms the other two proce-
dures. In order to reach, for example, the performance of 50%
it needs only 16 phonemes, whereas the procedure based on the
likelihood of the whole utterances needs 49 phonemes, and the
procedure based on the majority voting rule of single phonemes
needs as many as 74 phonemes. In addition, the performance of
the procedure based on the majority voting rule for sequences of
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single phonemes sequences of 2 phonemes

sequences of 3 phonemes sequences of 4 phonemes

sequences of 7 phonemes sequences of 12 phonemes

sequences of 15 phonemes likelihood of the whole utterance

Figure 4:Determination of the optimal number of phonemes for
the procedure based on the majority voting rule for sequences
of phonemes.

Table 1: Number of phonemes necessary for achieving the
specified speaker identification performance using the proce-
dure based on the majority voting rule for the sequences ofN
phonemes.

N 50% 75% 90% 95% 98%

2 38 69 – – –
3 19 36 57 69 –
4 14 23 38 52 77
5 13 18 34 43 72
6 13 18 28 44 73
7 13 19 28 43 73
8 13 20 29 43 77
9 14 20 31 48 71
10 15 21 30 45 69
11 15 22 30 51 70
12 16 22 42 59 74
13 17 23 34 61 74
14 18 24 45 69 74
15 19 24 47 69 74
16 20 25 50 69 –
17 21 26 53 72 –

7 phonemes reaches 90% when it exploits 25 phonemes, but the
other two procedures did not reach such a performance even
when all the test data we had were used. It means that the
procedure based on the majority voting rule for sequences of
phonemes could be a promising way of reaching a good speaker
identification performance with a small amount of test data.

In order to confirm or disprove the conclusion just pre-
sented, we carried out similar experiments also in the cases
when both the training and test data came from the desk mi-
crophone, when the training data came from the close-talking
microphone and test data from the desk microphone, and, even-
tually, when the training data were obtained from the desk mi-
crophone and the test data from the close-talking microphone.
The results of these experiments are presented in Figures 5, 6,
and 7, respectively. After an inspection of Fig. 5 we can come
to similar conclusions as with Fig. 3. The optimum length of
sequences of phonemes was also nearly the same, namely 7–9.

Figures 6 and 7 show a decrease in the speaker identifi-
cation performance, which is probably caused by the different
microphones used for the recording of the training and test data.
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Figure 5: Speaker identification performance when both the
training and test data came from the desk microphone. Dashed
line = identification based on the likelihood of the whole utter-
ance; line of crosses = identification based on the majority vot-
ing rule for single phonemes; solid line = identification based
on the majority voting rule for sequences of 8 phonemes.
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Figure 6:Speaker identification performance when the training
data came from the close-talking microphone and the test data
from the desk microphone. Dashed line = identification based
on the likelihood of the whole utterance; line of crosses = iden-
tification based on the majority voting rule for single phonemes;
solid line = identification based on the majority voting rule for
sequences of 14 phonemes; line of triangles = identification
based on the majority voting rule for sequences of 7 phonemes.
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Figure 7: Speaker identification performance when the train-
ing data came from the desk microphone and the test data came
from the close-talking microphone. Dashed line = identifica-
tion based on the likelihood of the whole utterance; line of
crosses = identification based on the majority voting rule for
single phonemes; solid line = identification based on the major-
ity voting rule for sequences of 10 phonemes; line of triangles
= identification based on the majority voting rule for sequences
of 7 phonemes.

However, the procedure based on the majority voting rule for se-
quences of phonemes produces still better results than the other
two procedures. It is true that the optimum length of the se-
quences is higher than in the case when both the training and
test data were recorded through the same microphone, never-
theless, also for the same length of the sequences as in the case
of the same microphones, the procedure based on the majority
voting rule for sequences of phonemes gives better results than
the other two procedures. This fact also coincides with the con-
clusion which can be drawn after an inspection of Fig. 4: the
identification procedure based on the majority voting rule for
sequences of phonemes is always better than the other two pro-
cedures described in this paper regardless of the fact how many
phonemes are used in the sequences.

4. Conclusion
The goal of this paper was to study the dependence of the
speaker identification performance on the amount of test data.
Three identification procedures were presented. All of them
are based on the hidden Markov models of phonemes, but they
differ in the way in which they deal with the phonemes of
the test utterances. Several speaker identification experiments
in a closed set were performed. All procedures showed quite
logically that more test data cause higher performance of the
speaker recognition system. However, the procedure based on
the majority voting rule for sequences of phonemes, which is
proposed in this paper, makes it possible to reach a relatively
high speaker recognition performance very quickly. Therefore
it can be regarded as a useful speaker identification procedure
in cases in which the amount of test data is small.
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