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Abstract

This paper deals with several cohort methods for score normalization in speaker verification 
systems. At first, the reasons for score normalization are provided. Next, the principle of score 
normalization techniques based on Bayesian theorem are explained. The world, cohort, and 
unconstraint cohort normalization techniques are presented. A new normalization technique, 
unconstraint cohort extrapolated normalization, is introduced. Experiments on NIST 2002 corpus 
were performed in order to find which of the normalization methods give the best result. All 
experiments show that on-line cohort methods (especially unconstraint cohort extrapolated 
normalization) have outperformed the others. Finally, there is a discussion about time consumption 
of the on-line methods. An improvement for acceleration of these methods are proposed. The results 
of experiments on NIST 2002 data set showed same significant improvements of cohort and 
proposed cohort extrapolated normalization in comparison with the standard world normalization. 
The acceleration (4-times) on-line cohort methods is shown in another experiment.

1. Introduction

The goal of the verification system is to decide, if the test utterance was spoken by the speaker with 
claimed identity. The verification system determines a score of the given utterance for the claimed 
speaker identity. The final decision is given by comparing the score and the threshold. However, the 
score depends on the operating conditions. It makes the task of threshold determination a very 
difficult one  [1]. To overcome this problem, several score normalization methods were proposed. 
These methods allow to set a threshold for different operation conditions [2]. The cohort approach 
is based on a subset of impostor models which represents the closest population to the claimed 
speaker . The threshold is given as a score of the impostor model. This approach is based on the 
Bayesian theorem.
The paper is organized in the following order. In the next section, the theory of score normalization 
in speaker verification task is presented. Individual normalization techniques are described in 
Section 3. Section 4 describes data used for the experiment. The experiments and appropriate results 
are discussed in Section 5. Time consumption of the method based on cohorts is discussed in 
Section 6. In Section 6, the experiment aims at finding the time consumption of the on-line 
methods. In the next section, an experiment focused on time consumption inspection is introduced. 
Section 8 deals with results of previous experiments. Finally, in Section 9 the overall conclusions 
are discussed. 

2. Speaker Verification Procedure

Suppose that there is a test speaker utterance O represented by the I  feature vectors, i.e. 
O = {o1,o2,...,oI}, and a Gaussian mixture model λs for the claimed identity speaker s. The matching 
of the test data with the model is denoted as a verification score. In the verification systems based 
on stochastic models (such as hidden Markov models and Gaussian mixture models), the common 
score is equal to the likelihood of the utterance given by the claimed speaker model[3].
Final verification decision is determined by the comparison of the score with the threshold:
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where O is feature vector of the test utterance, λs is the model of claimed identity of speaker s, 
p(O/ λs)  is likelihood of utterance O and  model λs, T stands for a threshold.
Absolute value of the threshold is very sensitive to variations in text, speaker behavior, and the 
operating conditions, especially concerning impostor utterances. The sensitivity causes wide 
variations in scores, and makes the task of threshold determination a very difficult one. Actually, a 
final decision evaluates if the verification score is large enough. To overcome the score sensitivity, 
a score normalization is used.

3. Score normalization using Bayesian approach

In the probabilistic view [4], the final decision can be achieved in the following way: 
( ) SUS OOpOp λλλ ∈→> )/(/        else    UO λ∈  .

where  p(O/ λs) is the score given by claimed speaker model and p(O/ λu) is the score given by 
another speaker model. In the verification task, λs stands for hypohtesis that the test data were 
spoken by the claimed speaker. By contrast, λu stands for hypohtesis that test data were not from 
the claimed speaker, i.e. somebody else is the author of the utterance.
By application of Bayesian theorem, it can be shown that
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  is a priori determined threshold. 
The threshold value can be determined a priori, e.g. based on estimated ratio of authorized and 
unauthorized accesses. The verification score has to be computed. A frequently used form to 
represent the verification decision is the following [3]:
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The reason for using this equation is that, division is numerically more demanding then addition (or 
subtraction) and division is numerically labile for small numbers.
The score p(O/ λs) is affected by the operating conditions as well as the score p(O/ λu). Thus, the 
distance between p(O/ λs) and p(O/ λu) stands constant for various operating conditions. The 
likelihood p(O/ λu) represents a dynamic threshold, which is sensitive to changes of operating 
condition of utterance O, see Fig.1.
Figure 1.: An illustration of Bayesian approach, d is a distance between two scores for different 
operating conditions A and B.

There is no problem with computing a score p(O/λs), because speaker model is known. The 
evaluation of a normalization score p(O/λu) is a problem, because the speaker model λu is not 
available. This problem can be solved in several ways as follows.

3.1. World (background) model (WM)



One of the possible solution is that, the unknown model λu can be aproximated by the world model 
λWM [2], which is created by using utterances from very huge speaker population:
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3.2. Cohort normalisation (CN)

In this method [6], every speaker model has a cohort of N similar models { }K
SSC λλ ,...,
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models in the cohort are the most competitive models with the reference speaker model, i.e. these 
are closest to the reference speaker. The selection of the cohort is made in advance (off-line). The 
score normalization is computed as:
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3.3. Unconstraint cohort normalization (UCN)

The unconstraint cohort model [5] combines the approaches of the world and the cohort model. The 
cohort consists of the closest models to the claimed speaker model like in CN, but models in the 
cohort are not chosen a priori (off-line), they are found in the verification process (on-line). This is 
the advantage over the CN method, because the actual utterance O is known by now. The selection 
of the cohort is more accurate. The normalization score is given by:
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λ are models, which bring the best score 
(excluding the claimed speaker model λs) for utterance O.

3.3. Unconstraint cohort extrapolated normalization (UCEN)

A new method is introduced here, which uses the same principles for cohort selection like the 
method mentioned above. In contrast to UCN, the normalization score is computed using 
extrapolation of model scores from the chosen cohort. All models in cohort are sorted by score 
value and then they are extrapolated by straight line. A score log p(O| λUCEN ) is a first point on 
extrapolated straight line. Extrapolation utilizes the fact, that the claimed speaker model λs (if 
speaker s is real author of the utterance O) gives the best score.

4. Experimental investigation

4.1. Speech Data

The male part of NIST 2002 corpus [8] is used in these experiments. The data in NIST are taken 
from the second release of LDC’s cellular switchboard corpus. 
Actual durations of training data for each speaker are constrained to lie within the range of 110-130 
seconds. Each test segment is extracted from a 1-minute excerpt of a single conversation and is the 
concatenation of all speech from the subject speaker during the excerpt. The duration of the test 
segment is between 15 and 45 seconds. Evaluation trials for cellular data include both “same 
number“  and  “different number” tests. Both speakers are of the same sex (male). 
In NIST corpus, there are about 400 target speakers and about 3500 test segments. Each test 
segment is evaluated against 11 hypothesized speakers of the same sex as the speaker of the 
segment. Data to create the world model are from NIST~2002 Two speaker detection task. Data to 
create the cohort model are from the male part training set of NIST~2002 One speaker detection 
task.



4.2. Feature Vectors, Acoustic Modeling

A modified version of MFCC extended by a voice activity detector is used [7]. The Hamming 
window has 25 millisecond length and 15 millisecond overlap. A power spectrum is computed by 
FFT. 25 triangular band filters are set up linearly in the mel-scale between 200 and 4000 Hz. The 
logarithms of band-filters outputs are decorrelated by the discrete cosinus transformation (DCT). 
The computed cepstrum has 20 coefficients without the zero-th (log-energy) coefficient. A time 
sequence of each coefficient is smoothed by 11 frames long Blackman window. Then the delta 
coefficients are added [8]. A downsampling with factor 3 is applied to the final features for the 
reduction of amount of data. At the end, frames which were marked as non-speech event are 
removed. The non-speech event detector estimates the noise level and the speech level 
independently in each band. If the estimated speech level is lower than the estimated noise level 
then the actual feature vector is marked as non-speech event and is discarded. 
Each speaker is represented by GMM model with 64 mixtures trained by DB-EM algorithm [7]. 
World model is represented by GMM model with 128 mixtures.

4.3. Description of Experiments

In the experiments, efficiency of the normalization method and the cohort size N were examined. 
For comparison, efficiency of the world normalization method was used (this method is 
independent of the cohort size).

5. Experimental  results and discussions

Table 1 shows the results of all cohort methods which depend on the cohort size. For comparison, 
the WM method is displayed too.
Table 1.  EER [%] of the NIST 2002 corpus.

The on-line cohort methods UCEN have the best results for a small cohort size (5 speakers). UCEN 
have better results then UCN and the UCEN method is more independent of the cohort size. 
The disadvantage of on-line methods (like UCN, UCEN) is their time consumption. It is necessary 
to find the whole cohort for the claimed identity speaker during the verification trial.

6. The Time-consumption

The speaker verification task is very time-consuming. The verification results have to be obtained in 
real-time conditions (this is one of the obvious requirement on the verification task). The 
normalization process decelerates a calculation, because comparisons are largely performed during 
the normalization (especially in on-line methods). The verification time is strongly dependent on the 
number of different speakers in the system, which can be used for the cohort. The nearest cohort 
speakers are selected according to their score for the test utterance O. The score is computed for all 
potential cohort models. Then the models with the biggest score are inserted in the cohort. For 
accelerating the selection of the cohort models in on-line methods following procedures were 
proposed (it is possible to combine these two principles of accelerating).

6.1. Downsampling for cohort selection



The scores of all cohort speakers are computed only for each Z-th frame of the test utterance 
(accuracy of calculation sinks along with expansion of Z). Then, M nearest cohort speakers are 
found (M > N, where N is size of final cohort). These models create a pre-selected cohort set. The N 
best models are selected from pre-selected cohort using a whole utterance O.

6.1. Regression tree of closest speaker models

For another acceleration of the cohort selection, M best speaker models are pre-selected off-line (M 
> N). Then N best models are selected out of M models using the test utterance on-line. At first, the 
uneven binary tree must be constructed, see Fig.3.
Figure 3.: Regression tree for 6 speakers, sp_i is the speaker i and λij is the model for the speaker 
i,jj

Each node represents a set of the nearest speakers, which is divided into two sets of the nearest 
models. A divergence-like criterion Ds,j [6] is used to obtain a distance between the two models λs 
and λj, the closest models minimalize a criterion: 
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Each node is determined by model, which is created using the train utterance from all node 
speakers. In the verification process, the tree is browsed from above. In the actual node, the score is 
computed for two branch models and the better branches score is chosen. The passing of the tree is 
stopped, when the node has the required number of speakers (M). Afterwards, the N best speaker 
models are selected for these M speakers. 

7. Description of Experiments of time consumption

In this experiment, time consumption of the classic UCEN method and the accelerated UCEN 
methods are investigated. For comparison, time consumption of the world method is used. The size 
of pre-selection cohort M=30, the size of finally cohort N=5 and downsampling Z=10 (this is the 
biggest number without a worsening an EER).
All tests were performed on PC Intel Pentium 4, 1.9GHz, 512MB RAM.

8. Experimental  results and discussions about time consumption

Table 2 shows time consumption of the verification using UCEN and WM methods for one trial in 
the NIST corpus. UCEN means the classic UCEN method with cohort size 5 speakers. UCEN-R is 
the UCEN method with pre-selection using regression tree, size of pre-selected cohort is 30 
speakers and cohort size is 5 speakers. UCEN-D is the UCEN method with preselected cohort size 
M=30 speaker using downsampling Z=10, final cohort size is 5 speakers too.
Table 2.  EER [%] of the male part of NIST 2002 corpus and time-consumption [s] of one trial.

As the results show, the UCEN method is  better than the WM method, but it is more time-
consuming. Pre-selection with regress tree is less time-consuming then the WM method, but EER is 



a little bigger then the classic UCEN method. If proposed acceleration is used, time consumption is 
rapidly lowered. Thus, time consumption of the UCN method is acceptable for the system used in 
real-time.

9. Conclusions

This paper describes a different cohort methods for score normalization techniques. There is a lot of 
disturbances affecting the verification task; the score value depends on the recording conditions, so 
it is very difficult to reach a final decision. This problem can be solved by normalization.
Experiments were performed on  NIST 2002 corpora. In comparison with the classic approach base 
on WM, cohort normalization methods improved the verification, as the experiment results have 
shown. The on-line methods (especially proposed UCEN method) showed the best results. 
Moreover UCEN method is more independent of the cohort size.
The main problem of the on-line normalization is time consumption. In this paper, two types of the 
acceleration of cohort models pre-selection were proposed. The suggested algorithms bring a 
significant improvement. The verification time for one trial was reduced to 1 second, which 
represents about 2-3% of the test utterance length.
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